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The Challenge

Emergency and abnormal situations:

- are often time critical, complex, and/or ambiguous

- are high stress, high workload, and a great deal is at stake 

- require exceptionally high levels of coordination inside and 
outside of the airplane

Emergency and abnormal procedures:

- are generally focused on aircraft systems rather than on 
the situation as a whole

- are practiced seldom (twice a year or less) and used rarely

- are often highly dependent on fragile cognitive processes

- when needed, are crucial and must be performed correctly



Industry Contacts and Consultants

Boeing, Airbus Industries, BAE Systems

FAA, CAA (UK), ICAO 

ALPA, APA, SWAPA, ATA 

NTSB, TSB of Canada 

Southwest Airlines, United Airlines, 
Continental Airlines, American Airlines, 
Fed Ex, Aloha Airlines, Hawaiian 
Airlines, Air Canada, Cathay Pacific, 
Airborne Express, UPS, US Airways, 
TWA (prior to merger)

Manufacturers:

Regulatory Agencies:

Unions and Trade 
Groups:

Accident Investigation 
Bodies:

Airlines:



Emergency and Abnormal Situations Project
Taxonomy of the Domain

Broad, Over-arching Issues (3)

15 Different Categories of Issues:

Selected Emergency Equipment and Evacuation Issues (1)

Issues Related to the Aircraft (2)

Issues Related to Training (1)

Issues Related to Humans (5)

Issues Related to Checklists and Procedures (3)



Definitions & 
Perspectives

Philosophies
Economic and 

Regulatory 
Pressures

Emergency and Abnormal Situations Project
Taxonomy of the Domain

Broad, Over-arching Issues



Philosophy of Response to Emergencies

Evident in Checklist Design



MD-11 In-flight Fire 
Nova Scotia, Canada 
September 2, 1998



If smoke/fumes are 
not eliminated, land 
at nearest suitable 
airport



Philosophy of Response to Emergencies – Checklist Design

In a study of 15 in-flight fires that occurred between 
January 1967 and September 1998, the TSB of 
Canada determined that the average amount of time 
between the detection of an on-board fire and when 
the aircraft ditched, conducted a forced landing, or 
crashed was 17 minutes.



Response to Emergencies:

Job Responsibilities 
Influence Perspectives and 

Behavior



MD-83 Jammed Stabilizer Trim – Port Hueneme, California – Jan. 31, 2000

DISPATCH: …If uh you want to land at LA of course for 
safety reasons we will do that uh wu we’ll uh tell you though 
that if we land in LA uh we’ll be looking at probably an hour 
to an hour and a half we have a major flow program going 
right now uh that’s for ATC back in San Francisco



MD-83 Jammed Stabilizer Trim – Port Hueneme, California – Jan. 31, 2000

LA-OPS: ok also uh….just be advised uh because you’re 
an international arrival we have to get landing rights. I 
don’t know how long that’s gonna take me…but uh I have 
to clear it all through customs first.



MD-83 Jammed Stabilizer Trim – Port Hueneme, California – Jan. 31, 2000

MX: yea did you try the suitcase handles and the pickle switches, right?

CA: yea we tried everything together, uh…we’ve run just  about 
everything…

MX: um yea I just wanted to know if you tried the pickles switches and 
the suitcase handles to see if it was movin in with any of the uh 
other switches other than the uh suitcase handles alone or nothing

CA: yea we tried just about every iteration

MX: and alternate’s inop too huh?

CA: yup, its just it appears to be jammed the uh the whole thing it 
spikes out when we use the primary.  We got AC load that tells me 
the motor’s tryin to run but the brake won’t move it when we use 
the alternate.  Nothing happens



MD-83 Jammed Stabilizer Trim – Port Hueneme, California – Jan. 31, 2000

Dispatchers – Movement and scheduling of aircraft

Operations Agents – Take care of logistics related to landing

Maintenance Personnel – Fix broken airplanes

Very hard to set aside the mindset for normal mode of 
operations, recognize and communicate the severity of a 
situation, and to put all other considerations aside to get the 
airplane safely on the ground

All were trying to do their jobs as they normally do them.



Emergency and Abnormal Situations Project
Taxonomy of the Domain

Broad, Over-arching Issues

15 Different Categories of Issues:

Selected Emergency Equipment and Evacuation Issues

Issues Related to the Aircraft

Issues Related to Training

Issues Related to Humans

Issues Related to Checklists and Procedures



Checklist Type 
and Availability

Development of 
Checklists and 

Procedures

Checklist 
Structure and 

Design
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Checklist and Procedures Issues



DC-9 Hard Landing – Nashville, Tennessee – January 7, 1996

• Difficulty raising gear after takeoff from Atlanta

• Ground spoilers deployed, aircraft hit the ground very hard, nose 
wheel separated from the aircraft

• Later portion of the checklist directed the crew to reset the circuit 
breakers which they did on final approach approximately 100 feet
(30.5 meters) above the ground

• Crew pulled the ground control relay circuit breakers, as directed by 
same QRH checklist, to place systems in flight mode

• While still climbing, crew realized cabin pressurization and takeoff 
warning systems were still in the ground mode

• Crew used UNABLE TO RAISE GEAR LEVER procedure in the QRH



AOMQRH







Hydraulic caution light illuminated while taxiing….I..completed 
the QRH checklist…We rolled to a stop in the grass…A very 
poorly written QRH emergency checklist, I believe should be 
modified and improved. 

CALLBACK: …The checklist is for use in-flight, not on the 
ground…no changes to the checklist have been made in the 
2 months since the incident occurred. 

ASRS Report – Accession Number 437817
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Use

Human 
Performance

Personnel 
Issues

Crew 
Coordination 
& Response

Roles and 
Behavior of 

Others

Issues Related to Humans



DC-10 In-flight Fire – Newburgh, New York – September 5, 1996

• During cruise at 33,000 ft (10058.4 meters) cabin/cargo smoke 
warning light illuminated – the FO was the PF

• The FE, without input from the CA, completed the checklist branch 
for “If Descent is NOT Required”

• FE announced the memory items and then began to complete 
the printed SMOKE AND FIRE checklist





DC-10 In-flight Fire – Newburgh, New York – September 5, 1996

• The FE skipped two steps on the second checklist he completed: 
CABIN/CARGO SMOKE LIGHT ILLUMINATED

• CA requested a descent and diversion 3 ½ minutes after the 
warning light illuminated





DC-10 In-flight Fire – Newburgh, New York – September 5, 1996

• The crew did not complete the Evacuation Checklist

• Upon landing, the aircraft was still partially pressurized and the 
crew’s evacuation of the aircraft was impeded and delayed

• The emergency descent checklist was not called for or completed



DC-10 In-flight Fire – Newburgh, New York – September 5, 1996

• The CA was very busy:

− Monitoring the spread of the fire

− Communicating with ATC

− Trying to coordinate their diversion and emergency descent

− Monitoring the flying pilot (FO)

− Concerned with testing the fire detection system

− Interactions with the FE

Ø The CA showed signs of being overloaded:

− Emergency descent was delayed

− Never called for any checklists to be completed

− Did not adequately monitor the FE’s completion of checklists

− Mistakenly transmitted his remarks to the crew over the ATC 
frequency



DC-10 In-flight Fire – Newburgh, New York – September 5, 1996

• The FE was very busy:

− Selecting and completing emergency checklists and procedures

− Trying to determine data and Vref speeds needed for landing

− Completing normal approach and landing checklists

− Monitoring the progress of the fire

− Working with the CA to test the fire detection system

Ø The FE showed signs of being overloaded:

− Missed items on checklists

− Five times over the span of almost six minutes, he asked for 
the 3-letter identifier of the airport they were diverting to

− Did not adequately monitor the status of the aircraft 
pressurization



The…events took place over a time span of less than 4 
minutes during a critical phase of flight…the events 
occurred simultaneously with radio transmissions, 
configuration changes, airspeed changes and constantly 
changing altitude…

What we learned from this event is that running the 
emergency checklists may not be a classical situation 
where one has plenty of time for analysis and application 
of curative measures.

ASRS Report – Accession Number 437830



We were told to execute a left 360 degree turn. We 
questioned this with the controller, but he said it was 
necessary for separation. We reluctantly complied since 
we did not have a need to land immediately. I felt that 
this was not acceptable, as we were an emergency.

ASRS Report – Accession Number 433902
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Critical Aircraft 
Systems
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Automation 
Issues

Issues Related to the Aircraft



B757 Loss of Control – Puerto Plata, Dominican Republic – February 2, 1996

• During the takeoff roll the CA indicated that his airspeed indicator was 
not working

• A few seconds later two advisory messages appeared on the EICAS 
display:  RUDDER RATIO

MACH/SPD TRIM

• The overspeed warning clacker sounded

• It appeared to start working properly once the aircraft began to climb 
but significant discrepancies existed between the CA’s, FO’s, and 
alternate airspeed indicators



B757 Loss of Control – Puerto Plata, Dominican Republic – February 2, 1996

• However, the throttles were at too low of a power setting to maintain 
altitude

• The autopilot and autothrottles disengaged

• The FO selected Altitude Hold in an attempt to level off and give 
them time to sort out what was going on.

• The center autopilot commanded an 18 degree nose up attitude and
the autothrottles were at a very low power setting in response to very 
high airspeeds as indicated on the CA’s PFD

• The stall warning “stick shaker” was activated

• Great confusion reigned; power was applied and then removed 
more than once



B757 Loss of Control – Puerto Plata, Dominican Republic – February 2, 1996

Ø Investigators determined that a pitot tube that provided information to 
the left Air Data Computer (ADC) had most likely been completely
blocked

Ø The crew did not attempt to clarify the RUDDER RATIO or MACH/SPD
TRIM advisories but it is unlikely that any related checklists would 
have proved useful

Ø The left ADC provided information to the CA’s airspeed indicator and 
the center autopilot

Ø There was no specific airspeed discrepancy warning on the B757



B757 Loss of Control – Puerto Plata, Dominican Republic – February 2, 1996

Ø The contradictory warnings and indicators were confusing

Ø The center autopilot and autothrottles contributed greatly to their 
problems at least initially

Ø The crew did not attempt to fly the aircraft manually and continued to 
try use automation that did not help them (i.e., Altitude Hold)

Ø Although the crew agreed that the alternate airspeed indicator was 
correct they continued to try to use (and be confused by) airspeed 
information on the PFDs



Training
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Issues Related to Training



BAe Jetstream 32 Loss of Control – Morrisville, NC – December 13, 1994

• Crew intercepted localizer ILS approach to runway 5L at Raleigh 
Durham – CA was the PF

• During a missed approach procedure, the CA lost control of the 
aircraft and it struck terrain – three passengers survived the 
accident

• At final approach fix descending through 2,100 ft (640 meters) 
an illuminated ignition light led the CA to believe the left engine 
had flamed out



BAe Jetstream 32 Loss of Control – Raleigh Durham, NC – Dec. 13, 1994

Ø Company provided incorrect training by associating the ignition 
light with an engine failure

Ø Training did not adequately address recognition of an engine 
failure at low power

Ø The illuminated ignition light was actually a minor transient 
anomaly.  Both engines functioned normally throughout the flight
until impact



Procedures and checklists worked well, but we did not don 
goggles (and ended up not needing them).  The thing about 
goggles is they must be donned first – before the mask! 

But procedures training and habit all result in donning the 
mask first.  Then if the goggles are required, the mask has to 
be removed. ‘Smoke Procedures’ should call for goggles first 
without analysis for need. 

ASRS Report – Accession Number 463186
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Equipment and 
Evacuation Issues

Selected Equipment and Evacuation Issues



• The forward flight attendants also noticed a burning smell in the 
cabin and determined the handset used to make announcements 
and contact the cockpit was inoperative

717-200  – Flushing, New York – March 26, 2003 – Preliminary Report

• Nearing the final approach fix the engine and alert display (EAD) 
indicated that the left generator had failed

• The display units (DU) and standby instruments went dark and 
then began flashing off and on

• After landing the lead flight attendant tried banging on the cockpit 
door and speaking loudly to get the attention of the flight crew

• The crew then noticed a burning smell in the cockpit



717-200  – Flushing, New York – March 26, 2003 – Preliminary Report

Ø The flight crew did not hear the flight attendant banging on the door 
or speaking loudly
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A Few Current and Recently Completed Studies

• Current Practices in Emergency and Abnormal Training for
Flight Crews

• Emergency and Abnormal Situations: ASRS Incident and
NTSB Accident Reviews

• Pilot Critical Incident Interviews

• Stress and Cognition – A Review of the Scientific Literature

• Non-normal Checklists: Issues in Philosophy, Design, and Use

• Boeing Checklist Development Process, Design, and
Philosophy: B777 ECL and QRH, B737 QRH

• Sponsored Industry-wide International Symposium on 
Emergency and Abnormal Situations in Aviation – June 2003



Develop guidance for procedure development and 
certification, training, crew coordination, and 
situation management based on knowledge of the 
operational environment, human performance 
limitations, and cognitive vulnerabilities in real-world 
situations.

Goal



Products and Deliverables

Intermediate Products:   

Reports, Articles, Papers, Presentations

End Products:  

Field Guides for
• Training Entities and Instructors
• Operators
• Manufacturers
• Regulatory Agencies 

(Certification, POIs)
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http://human-factors.arc.nasa.gov/eas
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